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Fig. 1. The SituFont system dynamically adapts font parameters based on user context and environmental conditions. The process
involves four steps: (1) collecting context and sensor data, (2) generating ML model output, (3) incorporating user feedback for font
parameters adjustments, and (4) producing adaptive model output for continuous improvement.

Situational visual impairments (SVIs) hinder mobile readability, causing discomfort and limiting information access. This paper presents
SituFont, a just-in-time adaptive intervention (JITAI) system that enhances readability by dynamically adjusting font parameters
based on real-time contextual changes. Using smartphone sensors and a human-in-the-loop approach, SituFont personalizes text
presentation to accommodate personal factors (e.g., fatigue, distraction) and environmental conditions (e.g., lighting, motion, location).
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To inform its design, we conducted formative interviews (N=15) to identify key SVI factors and controlled experiments (N=18) to
quantify their impact on optimal text parameters. A comparative user study (N=12) across eight simulated SVI scenarios demonstrated
SituFont’s effectiveness in improving readability. Our findings demonstrate that SituFont successfully mitigates SVIs, highlighting the
potential of JITAI systems to enhance mobile accessibility.
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1 INTRODUCTION

Mobile computing presents unique challenges due to its dynamic usage contexts [52]. Unlike desktop computing, mobile
devices are used in varied environments, leading to Situationally Induced Impairments and Disabilities (SIIDs) [52, 59].
Among them, Situational Visual Impairments (SVIs) arise from factors like low lighting and user motion, significantly
affecting text readability [36, 47, 48]. These challenges lead to visual fatigue, distraction, and difficulty processing
information [57].

Current solutions for addressing SVIs include manual adjustments [20], such as increasing font size [22], using
auditory substitutes [5, 19, 54], and automatic adjustments [20]. However, these methods often lack the contextual
adaptability required to respond to the needs of diverse users in real-time. Traditional approaches in HCI research
focus on optimizing user interfaces for specific impairments, but often do not account for the dynamic and multifaceted
nature of real-world contexts [20]. As a result, there is a need for more comprehensive solutions that can automatically
adapt text presentation based on changing environmental conditions and user preferences.

Just-in-Time Adaptive Interventions (JITAIs) offer a promising alternative by dynamically adapting to users’ changing
environments and needs [17, 31, 37, 45, 46]. A JITAI system for SVIs could leverage real-time data from mobile sensors
to detect changes in environmental factors such as ambient lighting or user motion and automatically adjust text
parameters, such as font size or line space. Furthermore, incorporating a "human-in-the-loop" approach can enhance
the personalization and adaptability of JITAIs. By integrating user preferences and feedback, JITAIs can dynamically
adjust to individual visual needs in real-time.

This study, guided by the principles of JITAIs and human-in-the-loop systems, proposes a novel approach to
dynamically enhancing text readability on mobile devices under varying conditions. We introduce SituFont, a system
that dynamically adjusts text parameters, including font size, weight, line spacing, and letter spacing, based on real-time
contextual factors such as movement, lighting, and individual user preferences to enhance readability across different
environments.

The research focuses on three key areas: (1) identifying the SVI factors affecting text readability through qualitative
interviews with 15 participants, (2) quantifying the relationship between environmental factors and readability through
controlled experiments with 18 participants, and (3) designing and evaluating the effectiveness of SituFont through
comparative studies in eight SVI scenarios with 12 participants.

In summary, we contribute:
Manuscript submitted to ACM

https://doi.org/10.1145/nnnnnnn.nnnnnnn


SituFont: A Just-in-Time Adaptive Intervention System for Enhancing Mobile Readability in Situational Visual
Impairments 3

• Insights from qualitative and quantitative studies identifying key SVI factors affecting text readability.
• The design and implementation of SituFont, a human-in-the-loop JITAI system that personalizes text presentation
by automatically adapting to the user’s environment.

• A comparative study of SituFont’s effectiveness and user experience with traditional display, demonstrating
improvements in text readability across simulated SVI scenarios.

2 RELATEDWORK

2.1 Situational Visual Impairments and Overcome

Situation-induced disorders and disabilities (SIIDs), introduced by Sears et al. [52], refer to scenarios where environ-
mental, application-specific, or human factors impair the user’s interaction with a system. Sarsenbayeva et al. identified
six key factors that contribute to these barriers in the use of mobile devices: ambient temperature [12, 47], ambient
light [59], environmental noise [2], user mobility status [10, 27, 35, 50], burden [38, 39], and pressure [27]. These factors
disrupt normal user-system interaction by affecting fine motor control and environmental awareness (e.g. movement,
burden, temperature) or impairing information gathering (e.g., light, noise, attention). Among these, situational visual
impairments (SVIs) are particularly significant, as they directly impact a user’s ability to read and process information
on mobile screens. SVIs arise when environmental conditions, such as low lighting or motion, reduce text legibility
and strain visual perception [58, 59]. Research shows that movement negatively affects visual performance, affecting
reading comprehension [32, 36, 61, 61]. Similarly, ambient lighting [7, 57] and environmental noise [33, 49] can hinder
text recognition and cognitive functions.

To mitigate SVIs, researchers have explored various approaches. One common challenge is "Reading on the Move,"
where users divide attention between navigation and screen content. Auditory feedback has been proposed as a
compensatory method [5, 24, 61, 66], though its effectiveness is limited when the auditory channel is occupied,
and its linear nature reduces flexibility[24]. Other solutions enhance safety by addressing visual concerns, such
as CrashAlert[19], which uses depth cameras to detect obstacles and prevent collisions. SVIs also arise in static
environments, particularly under ambient lighting. Research in this area has primarily focused on design guidelines.
Evans [8] developed a brightness perception model for UI designers. Tigwell [57] examined SVI contexts, causes, and
coping strategies, proposing a model linking environment, devices, and user interaction to inform design improvements.
While these studies provide valuable insights, existing solutions often focus on static adjustments, predefined rules,
or post-hoc compensatory measures rather than real-time, adaptive interventions. Most approaches lack contextual
adaptability and fail to account for the dynamic nature of SVIs, where environmental factors continuously change.
Furthermore, user preferences and individual differences in text perception are often overlooked.

2.2 Font Characteristics and Mobile Phone Text Legibility

Optimizing text for SVIs requires understanding how font characteristics influence legibility on smartphones. Research
highlights font size, weight, line spacing, and character spacing as key factors. Larger fonts improve readability,
particularly for users with impaired vision, but excessively large sizes reduce efficiency by increasing scrolling demands
[21, 22, 69]. Bold fonts enhance recognition but may cause discomfort if too thick [4]. Proper line and character spacing
improve layout clarity and character differentiation, making text easier to read [30, 41, 63, 69].

Beyond these font characteristics, additional factors such as screen size, text orientation, and reading direction also
affect legibility. While larger screens generally facilitate easier reading, research suggests they do not significantly impact

Manuscript submitted to ACM



4 Yue et al.

reading efficiency [64]. Similarly, text orientation and reading direction influence legibility, but their effects are often less
pronounced than expected [14, 65]. Dynamic text presentation methods, such as Rapid Serial Visual Presentation (RSVP)
and peripheral vision considerations, have also been explored to enhance reading speed and efficiency [16, 34, 60].
While prior research has explored how font characteristics affect readability, most studies focus on general legibility
principles rather than their impact under situational constraints such as motion or lighting. Furthermore, existing
findings are often derived from controlled environments that fail to reflect real-world SVI conditions, limiting their
applicability to mobile use. The interaction between multiple font attributes across varying situational factors remains
underexplored.

2.3 Just-in-time Adaptive Interventions with Human in the Loop

Just-in-time adaptive interventions (JITAIs) provide personalized support by dynamically adapting to an individual’s
internal state and external context [37]. This approach is particularly relevant for addressing SVIs, where external
contextual changes can disrupt readability. While JITAIs have been successfully applied in various health domains
[11, 17, 31, 44, 45, 56], their use in mitigating SVIs remains largely unexplored.

JITAIs can be categorized as rule-based or AI-based. Rule-based systems, such as the FOCUS intervention for
schizophrenia management [6], rely on predefined rules and user input to trigger responses [6, 15]. In contrast, AI-based
JITAIs leverage machine learning to personalize interventions based on user behavior and contextual data [42, 46]. For
example, Matthew et al. developed a random forest model to predict nudge receptiveness by analyzing individualized
and contextualized data [46]. Recent systems have also integrated human-in-the-loop approaches, such as Time2Stop
[42], which continuously refines intervention strategies using user feedback while providing AI-driven, transparent
explanations.

Advancements in situational awareness technologies further enhance the potential of JITAIs for SVIs. Mobile sensors
can track environmental data, such as ambient light and motion [4, 43, 70], while image recognition can extract
semantic information about the surroundings [9, 53, 55]. The integration of Large Language Models (LLMs), which
excel in text understanding and generation [62], expands possibilities for context-aware systems. These technologies
could enable interventions such as automatic font adjustments or real-time reading recommendations tailored to
the user’s immediate environment [28, 40, 68]. While JITAIs have shown promise in various domains, most existing
JITAI applications focus on behavior-based interventions rather than perceptual and cognitive challenges like SVIs.
Additionally, current AI-driven solutions often lack mechanisms for balancing automation with user control, raising
concerns about intervention timing and user preferences.

3 FORMATIVE STUDY

To design a system that mitigates the impact of SVIs on mobile reading, we adopt the Understanding-Sensing-
Modeling-Adapting framework, which serves as an instance of JITAIs in the domain of SIIDs [59]. Through the
collaborative interaction of these four modules, the challenges posed by SIIDs can be more comprehensively addressed,
leading to the design of more adaptive and inclusive mobile interaction systems. According to this framework, we
need to identify the contextual impacting factors for the Understanding module, which will be detected by the Sensing
module. Additionally, we need to figure out the specific methods for Modeling module to enable the Adapting module
to reduce SVIs effects on mobile reading. In the following sections, we first identify the key factors inducing SVIs in
various mobile reading scenarios through Study 1, and then in Study 2, we focus on how to model these factors for
adaptation. Finally, we combine the main findings from theses 2 studies to depict the Design Implications.
Manuscript submitted to ACM
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ID Gender Age Occupation Vision Status

P1 Male 52 Public Servant Myopia 300, Presbyopia 50, wears corrective glasses
P2 Female 50 University Teacher Presbyopia 100, does not wear glasses daily, wears reading glasses for screens
P3 Female 46 Bank Employee Normal vision
P4 Male 39 Engineer Myopia 300, wears corrective glasses
P5 Male 30 Programmer Myopia 600, wears corrective glasses
P6 Female 28 University Teacher Myopia 200, wears corrective glasses
P7 Female 24 Bank Employee Myopia 200, Astigmatism 150, wears corrective glasses
P8 Male 24 Grad Student Myopia 500, wears corrective glasses
P9 Male 23 Grad Student Normal vision
P10 Female 22 Grad Student Myopia 450, wears corrective glasses
P11 Female 21 Undergraduate Myopia 300, wears corrective glasses
P12 Female 21 Grad Student Myopia 375, Astigmatism 200, wears corrective glasses
P13 Male 20 Undergraduate Normal vision
P14 Male 19 Undergraduate Myopia 600, wears corrective glasses
P15 Female 19 Undergraduate Normal vision

Table 1. Demographic Overview of Interview Participants

Impacting Factors

Reading Impairment Scenarios

Exploring Typical Reading 
Impairment Scenarios

Current Coping Strategies and 
Motivations

Concepts for Comfortable 
Reading Methods

Events Behavior Readability

Environment Pain Points Performance

Coping Strategies Ideal Solutions

Psychological Motivation System Design

Tasks Satisfaction Effectiveness

Information Motivation Interaction

Part 1 Part 2 Part 3(15-20 mins) (15 mins) (15-20 mins)

Fig. 2. Workflow of the Semi-Structured Interviews

3.1 Study 1: Potential Impacting & Adaptive Factors

To identify the potential impacting factors inducing SVIs and adaptive factors for mitigation during mobile reading, we
conducted semi-structured interviews to explore the different scenarios, strategies, and challenges that participants use
to cope with SVIs.

3.1.1 Research Methods. We conducted semi-structured interviews with 15 participants, aged 19 to 52, including
students and professionals with varying visual conditions such as myopia, astigmatism, presbyopia, and normal vision
(Table 1). The interview sessions, lasting 40 to 60 minutes (Figure 2), began with an introduction to SVIs, followed by
discussions about participants’ experiences, challenges, and coping strategies. Participants were also asked to suggest
features and improvements that could enhance their reading comfort under such conditions. After thematic analysis
[3], we identified several potential impacting factors that cause SVIs in mobile reading scenarios.

3.1.2 Environmental Factors. We found that movement and lighting conditions are most frequently mentioned by
participants. Reading while in motion was a significant challenge, particularly while walking (11/15) or running
(9/15). Movement-induced vibrations blurred text, making recognition difficult (P3, P6, P8-9, P13, P15) and often causing
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dizziness (P8, P10, P13) or slower reading speeds (P6, P12, P14-15). Some participants (P4) found it hard to concentrate
due to the need to monitor their surroundings, while others (P1, P5, P11) avoided reading while running due to
the difficulty of interaction. Reading in a moving vehicle was another common issue, with all participants (N=15)
citing reading difficulties, especially during commutes (P6, P7, P10). Vehicle movement, particularly in private cars,
impaired focus and sometimes caused motion sickness (P2, P7, P10, P12). Eight participants noted that reading was
most uncomfortable in cars, followed by buses, with the subway being the least disruptive (P15).

In addition, Reading in strong light was frequently problematic, particularly in outdoor environments. Six partici-
pants (P1-2, P10-11, P13-14) struggled with excessive sunlight, which made screen brightness adjustments insufficient.
“Sometimes the sunlight is so strong that even when I max out the brightness, I can barely see anything on the screen” (P12).
Finally, Reading at an inappropriate viewing distance was challenging when users couldn’t adjust their screen
position. This was common in scenarios such as driving, where the phone was mounted at a fixed distance (P5), or in
crowded spaces like subways, where participants (P13) lacked the flexibility to hold their phones at an optimal distance.

3.1.3 Personal Factors. Visual acuity impacted readability, especially for participants who wore glasses or contact
lenses (9/11). Challenges were exacerbated when they were not wearing corrective lenses, particularly before bed (P4,
P6, P7, P10, P11, P12). Comprehension ability influenced ease of reading, with some participants (P8, P14) reporting
increased visual fatigue when reading complex or lengthy texts. Concentration difficulties were another barrier, as
participants (P3, P10, P13) mentioned distractions and multitasking negatively affected their reading efficiency.

3.1.4 Information Factors. Participants generally agree that text presentation and complexity played crucial roles
in readability. Text parameters such as excessively small font sizes (𝑛 = 13), thin fonts (𝑛 = 6), overly large line
spacing (𝑛 = 4), and small character spacing (𝑛 = 2) were frequently cited as readability obstacles. Information
difficulty was another key factor as highly specialized or information-dense content was difficult to comprehend
(𝑛 = 2). Information length was an issue for overly long text passages, which some participants found challenging to
read without interruption.

3.1.5 Strategies & Challenges. We found several strategies that participants used to cope with SVIs. The most common
strategy was to adjust the reading distance, though it often caused discomfort. “I find myself constantly moving my

phone closer or farther away, it’s tiring, and after a while, my neck starts hurting” (P6). While effective to some extent, this
approach often led to physical strain, especially during prolonged reading. Another strategy was the use of auditory
substitutes, such as voice assistants or text-to-speech functions (P8, P10, P13, P15). However, this method was not
always practical. “When I’m driving, I’ll use my phone’s voice assistant to read texts aloud. But it’s not always efficient,

especially if the text is long or complicated.” (P13). While this method allowed participants to continue consuming
information without relying on visual input, some participants (P9, P15) found voice assistants inconvenient in noisy
settings or when privacy was a concern.

Using larger fonts was a universal strategy (𝑛 = 15), but not all participants favored it. “I sometimes make the text

bigger, but then I have to scroll a lot more, and it messes up the page layout. It’s not ideal, but it’s better than not being

able to read at all” (P10). Younger participants (8/15) disliked how larger fonts disrupted formatting and required more
scrolling, while the oldest participant (P1) noted that even with the largest font settings, reading remained difficult due
to age-related vision decline.

Participants also expressed reluctance tomanually adjust text settings due to the inconvenience and time required.
“Honestly, I don’t want to fiddle with settings every time I’m in a new situation. It’s just too much hassle. I wish my phone
Manuscript submitted to ACM
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Environmental Factors Personal Factors Information 
Factors

Temporary 
decline in 

visual acuity

Visual Ability

Temporary decline 
in comprehension 
due to physical or 
emotional fatigue

Fatigue

73%

Insufficient focus 
due to multitasking 

or physical 
conditions

Distraction 

30% 20%

Outdoor strong 
light or fluctuating 
lighting conditions

Ambient Light

40%

Vibration

Inability to keep 
the phone and 

eyes relatively still 
due to active or 

passive vibrations

100%

Issues with text 
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line spacing, or 
letter spacing

Text 
Parameters

100%

Inability to actively 
adjust reading 

distance or 
ineffective distance 

adjustments

80%

Reading Distance

Mentioned Ratio

Fig. 3. Interview Findings: Factors Affecting Situational Visual Impairments. The numbers inside the rectangles indicate the proportion
of respondents who mentioned each factor.

ID Scenario Motion State Light Level Vibration Level

1 Indoor Corridor Standing Low Low
2 Indoor Corridor Walking Low Medium
3 Indoor Corridor Running Low High
4 Outdoor Playground Standing High Low
5 Outdoor Playground Walking High Medium
6 Outdoor Playground Running High High

Table 2. Experimental Scenarios: Motion, Light, and Vibration Conditions

could just figure it out for me” (P8). This suggests a preference for automated systems that can adapt text parameters
dynamically based on the user’s current context.

3.1.6 Summary of Factors. Our findings highlight three major categories of factors influencing SVIs: environmental
conditions (motion, lighting, viewing distance), personal characteristics (visual acuity, comprehension, concentration),
and information-related aspects (text size, spacing, content complexity, and length) (Figure 3). These findings informed
the design of Study 2, where we quantitatively examined how environmental conditions impact text readability
adjustments.

3.2 Study 2: Modeling Key Factors for Adaptation

Building on Study 1’s qualitative insights, Study 2 aims to quantify the relationships between environmental
conditions and text legibility. By identifying measurable correlations, this study addresses the cold-start challenge,
allowing JITAI systems to adapt effectively to diverse real-world scenarios without extensive initial user data.

To achieve this, we conducted a controlled experiment to analyze how light levels, motion states, and vibration
conditions influence text parameter adjustments (e.g., font size, weight, line spacing, character spacing). The results
provide empirical validation of Study 1’s findings and establish guidelines for adaptive readability solutions.

3.2.1 Research Methods. We recruited 18 university students aged 18 to 25 with normal or corrected vision. Each
participant experienced six scenarios combining two light intensity levels (low, high) and three movement states
(standing, walking, running) (Table 2). The latter five scenarios were designed to replicate real-world conditions where
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Reading Distance Light Intensity Vibration Offset

X Axis Y Axis Z Axis

Font Size 0.404** 0.117** 0.368** 0.333** 0.381**
Font Weight 0.228** 0.373** 0.230** 0.263** 0.225**
Line Spacing 0.132** -0.038 0.170** 0.168** 0.173**
Character Spacing 0.057 0.042 -0.036 -0.066 -0.037

* p < 0.05 , ** p < 0.01
Table 3. Spearman Correlation Coefficients of Environmental Factors and Readable Text Parameters

SVIs commonly occur. Detailed information on the experimental design and data collection process is provided in
Appendix A.

Participants used a mobile application to adjust text parameters (font size, weight, line spacing, and character spacing)
while reading materials of equal length and difficulty under six environmental conditions. Mobile phone sensors
recorded environmental data(light intensity, reading distance, vibration offset) alongside participants’ text adjustments.
After data cleaning, 497 valid data sets were collected, averaging 28 sets per participant and 83 per scenario. The data
were analyzed to identify correlations between environmental factors and participants’ readability adjustments.

3.2.2 Findings. Environmental characteristics. Significant differences were observed in light intensity andmotion
states across scenarios while reading distance remained stable (Appendix A Table 9). Light intensity was
substantially higher in outdoor (𝑀 = 41998.37, 𝑆𝐷 = 26421.78) compared to indoor environments (𝑀 = 93.90, 𝑆𝐷 =

79.66). Motion states also exhibited significant differences, confirmed by three-axis acceleration data. Standing showed
the lowest values (𝑋 : 𝑀 = 0.17, 𝑆𝐷 = 0.10;𝑌 : 𝑀 = 0.10, 𝑆𝐷 = 0.07;𝑍 : 𝑀 = 0.25, 𝑆𝐷 = 0.18), followed by walking
(𝑋 : 𝑀 = 0.53, 𝑆𝐷 = 0.14;𝑌 : 𝑀 = 0.67, 𝑆𝐷 = 0.14;𝑍 : 𝑀 = 0.79, 𝑆𝐷 = 0.24) and running (𝑋 : 𝑀 = 1.48, 𝑆𝐷 = 0.57;𝑌 :
𝑀 = 1.48, 𝑆𝐷 = 0.87;𝑍 : 𝑀 = 1.65, 𝑆𝐷 = 0.55). Reading distance remained consistent across scenarios.

Reading distance, light intensity, and vibration levels influenced text readability adjustments, particularly
font size and font weight (Table 3). Using the Spearman correlation coefficient, we found significant positive
correlations between reading distance and font size (𝑟 = 0.404), font weight (𝑟 = 0.228), and line spacing (𝑟 = 0.132).
Light intensity was most strongly correlated with font weight (𝑟 = 0.373) and moderately with font size (𝑟 = 0.117).
Vibration levels correlated positively with font size (𝑟 = 0.360), font weight (𝑟 = 0.239), and line spacing (𝑟 = 0.170).
Character spacing showed weak correlations with all environmental factors.

Situational Differences in Text Parameters Text parameters varied significantly across scenarios, with font size
and weight increasing in high-motion and high-light conditions (Table 4). Running scenarios required the largest
font size and boldest weight, followed by walking and standing, indicating that greater motion intensity necessitates
increased text size for readability. Outdoor conditions required greater font weight than indoor scenarios, likely due to
the need for increased contrast in high-light environments. Line spacing also exhibited significant differences across
scenarios, though no clear pattern emerged, suggesting that individual preference rather than environmental conditions
may more influence its adjustments. Character spacing remained largely unaffected, further reinforcing its weak
correlation with external factors.

Individual Differences in Readability Preferences Font size and font weight showed the most variability across
participants, particularly in dynamic and high-light scenarios (Table 5). Font size variability was highest in
Manuscript submitted to ACM
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ID Scenario Font Size (sp) Font Weight (px) Line Spacing (em) Character Spacing (em)

1 Indoor Standing 20.60±3.99 0.59±0.65 0.25±0.14 0.10±0.10
2 Indoor Walking 21.29±3.98 0.79±0.76 0.27±0.17 0.08±0.09
3 Indoor Running 23.84±5.31 0.93±0.80 0.29±0.16 0.10±0.09
4 Outdoor Standing 19.28±3.63 0.93±0.79 0.25±0.16 0.09±0.08
5 Outdoor Walking 21.08±3.26 1.04±0.95 0.22±0.13 0.09±0.09
6 Outdoor Running 23.64±4.92 1.30±0.87 0.31±0.14 0.12±0.14

F Value 15.108 7.275 4.666 1.301
p Value 0.000** 0.000** 0.000** 0.262

* p < 0.05 , ** p < 0.01
Table 4. ANOVA Table of Readable Text Parameters in 6 Experimental Scenarios

ID Scenario Font Size (sp) Font Weight (px) Line Spacing (em) Character Spacing (em)

1 Indoor Standing 2.698 0.654 0.138 0.089
2 Indoor Walking 2.940 0.663 0.156 0.077
3 Indoor Running 4.467 0.690 0.157 0.088
4 Outdoor Standing 2.075 0.613 0.134 0.059
5 Outdoor Walking 2.398 0.827 0.127 0.076
6 Outdoor Running 3.796 0.791 0.123 0.131

Table 5. Standard Deviation Table of Readable Parameters for 18 Participants in 6 Experimental Scenarios

indoor running scenarios (𝑆𝐷 = 4.467), suggesting that individuals adjust text size differently under rapid movement.
Font weight variability peaked in outdoor walking (𝑆𝐷 = 0.827) and outdoor running (𝑆𝐷 = 0.791), highlighting
individual differences in text boldness preferences under varying light conditions. Line spacing showed less variability
across participants, while character spacing exhibited significant differences only in outdoor running scenarios.

3.3 Design Implications

Our findings from Study 1 (interviews) and Study 2 (experiments) converge on key design implications that inform the
development of readability solutions for SVIs.

Contextual Awareness and Automated Adaptation Both Study 1 and Study 2 emphasize the need for context-
aware font adjustments. In Study 1, participants expressed a strong preference for systems that automatically adapt
text based on their reading conditions, avoiding the burden of manual modifications. Study 2 experimentally validated
this need, demonstrating that motion and lighting variability significantly impact readability. Specifically, font size and
weight increased in high-motion scenarios (e.g., running) and strong light conditions (e.g., outdoor environments). These
findings highlight the necessity of real-time environmental sensing using smartphone sensors (e.g., accelerometers,
ambient light sensors) to enable contextual adaptations.

Personalization and User Agency Study 1 highlighted the importance of customization, with participants noting
that "everyone’s eyes are different" and that adaptive systems should allow users to define and store their font preferences.
Study 2 reinforced this, showing significant individual variability in font size and weight preferences, particularly under
high-motion and high-light conditions. Given the high standard deviations observed in user preferences, systems should
provide multiple levels of adaptation intensity, enabling users to fine-tune automation sensitivity or receive prompts
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before changes occur. A hybrid approach that balances automation with user control can improve both adaptability and
usability.

Addressing Limitations of Existing Coping Strategies Study 1 participants reported relying on manual ad-
justments, larger fonts, and text-to-speech functionalities, but found these strategies inadequate. Adjusting reading
distance led to discomfort, increasing font size disrupted page layouts, and auditory substitutes were impractical in
noisy or private settings. Study 2 quantitatively confirmed these limitations by showing that no single text adjustment
optimally addresses all readability challenges. These findings reinforce the need for multifactorial adaptation strategies.

Simplified Interaction and Reduced Cognitive Load Study 1 participants found manual font adjustments
cumbersome, often avoiding them due to the effort required to navigate settings. To streamline interactions, a context-
aware shortcut system could allow users to quickly toggle settings based on detected conditions. Additionally, an
adaptive user interface that learns and refines user preferences over time would reduce the need for repeated manual
interventions.

Targeted Adaptations for High-Variability Scenarios Both studies highlight that adaptive interventions should
prioritize scenarios where readability challenges are highest: reading while in motion, adjusting to changing lighting
conditions, and accommodating individual readability preferences. Study 1 participants described these as the most
disruptive factors, and Study 2 experimentally confirmed that running and outdoor environments exhibit the most
significant variations in required text adjustments. These findings emphasize the need for targeted interventions tailored
to these conditions.

By integrating insights from Study 1 (interviews) and Study 2 (experiments), these design implications guide the
development of our system, introduced in the next section.

4 SITUFONT SYSTEM DESIGN & IMPLEMENTATION

As Figure 4 shows, inspired by the formative study in Section 3, we proposed SituFont, a just-in-time adaptive intervention
(JITAI) system that enhances readability by dynamically adjusting font parameters based on real-time contextual changes.
In the sections below, we outline the design (Section 4.1) and implementation (Section 4.2) of the SituFont system.

4.1 SituFont System Design Overview

SituFont’s core components include the ML Training Pipeline, the Label Tree of Reading Scenario, and the Human-AI
loop Workflow. Each module plays a key role in the system’s font adaptation and effectiveness.

4.1.1 Machine Learning for Font Parameters Recommendation. Constructing an ML-driven JITAI system for recom-
mending suitable font parameters involves two steps:

(1) Initial Model from Group Data Developing the initial model from the group data has two key objectives. First,
it gives the system an initial adjustment capability when the user first interacts with it. Second, it enables the model to
be fine-tuned with minimal user data over time, allowing the system to adapt to the user’s reading habits. To establish
this cold-start initial model, supervised learning is applied using group data collected from Formative Study 2 (Section
3.2). Formative Study 2 gathered data on adjusting text parameters—such as font size, weight, letter spacing, and line
spacing—to suit varying environmental factors like reading distance, light intensity, and phone acceleration. In this
setup, the text parameters are used as output variables, while the environmental factors serve as input features.

(2) Collecting Data from Users’ Daily Usage Data is collected through the interface shown in the system (figure
5). When users double-tap the screen, a control panel for adjusting text parameters appears near the tapped location to
Manuscript submitted to ACM
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Formative Study SituFontSIIDs Framework

Confirm the factors that will induce SIIDs in 
reading scenarios.

Understanding

Adapting font parameters to reduce the 
impact of SIIDs.

Adapting

Study:

Initial cold-start model





Findings
 Environmental characteristics
 Situational Differences in Text Parameter
 Individual Differences in Readability 

Preferences

Study 2

Factors impacting reading experience
 Environmental Factor
 Personal Factor
 Information Factors




User expectations
 Reluctance to manually adjust text setting
 Preference for automated systems


Study 1

Collect individual adaptation feedback to 
optimize model for personalization.

Recommend the most suitable font 
parameters through Machine Learning 
training.

ML Pipeline

 Enable environmental modeling with 
contextual labels to adapt to various 
situations

 Allow user customization of context labels 
to fit individual needs

 Expand and update the label system as 
user data evolves

 Simplify design by standardizing context 
management with labels.

Label Tree

Modeling detected factors for adaptation.

Modeling

Detecting these contextual factors inducing 
SIIDs.

Sensing

Fig. 4. Formative study ’s findings inspire the system design of SituFont, which mainly include the label tree, machine learning
training, human-ai loop modules.

Data Name Unit Component and Method Frequency

Ambient Light lux Light Sensor; Direct Call 10 times/sec
Reading Distance cm Front Camera; Calculated from pupil distance 10 times/sec
Vibration Offset m/s2 Accelerometer; sensorEvent.values[0/1/2] for x/y/z axis 10 times/sec

Font Size sp Android function for size after each adjustment Recorded on upload
Font Weight px Android function for weight after each adjustment Recorded on upload
Line Spacing em Android function for spacing after each adjustment Recorded on upload
Letter Spacing em Android function for spacing after each adjustment Recorded on upload

Table 6. Environmental Sensor Data collected in SituFont

make it easier to adjust settings. While users modify parameters, the system automatically detects reading distance,
light intensity, and phone acceleration (Table 6). Users’ current cognitive factors are collected by prompting them to
choose whether any factors related to fatigue, distraction, and temporary decrease in visual ability exist. Once users
click on a blank area of the screen, the data is sent to the backend to be stored in the corresponding contextual dataset,
which is used to train and update the model for future recommendations.

4.1.2 Label Tree of Reading Scenario. Label Tree Structure Based on findings from the formative study, we designed
a hierarchical data structure for reading context labels (figure 6), categorized as "[Movement/Posture] - [Environmental
Scene] - [Personalized Needs]." The system automatically determines the first two layers of context labels by sensing
the user’s current movement state, environment, and location. However, personalized factors (such as visual ability,
fatigue, and attention state) that represent the user’s individual conditions cannot be directly detected by the system.
For example, "Has the user’s vision changed?", "Is the user feeling fatigued?", and "Is the user focused?" are factors that
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Fig. 5. The user interface of SituFont involves three key interactions: (1) Entering the System – the user confirms or adjusts the
detected reading context; (2) Selecting Influence Factors – the user specifies factors affecting readability, such as fatigue or distraction;
and (3) Adjusting Text Parameters – the user refines font size, line spacing, thickness, and word spacing through swipe gestures for a
personalized reading experience.

Movement

Layer 1 

Location

Layer 2

Self-report

Layer 3

Street

Fatigue Fatigue Distraction

Still Run Walk Lie Jump Sit Sit

Office Cafe Subway Car Subway Subway Office Car

Distratcion Declining Vision

......

...... ......

...... ......

Automatically

Confirmed by System 

Manually Selected 
by User

Fig. 6. The left part of the figure describes a three-layer labeling system used to mark situations, where the priority decreases from
top to bottom when constructing the label tree. The right part of the figure presents an example of a label tree, where the solid lines
indicate the process of detecting situational label combinations.

are difficult for the system to assess automatically. Therefore, the third layer of labels requires the user to manually
indicate whether their vision, comprehension, or attention is currently affected.

The hierarchy follows the order of [Movement/Posture] - [Environmental Scene] - [Personalized Needs] because
the first two categories can be automatically detected by the system. Among these, Movement/Posture is considered
more influential than Environmental Scene on reading behavior, so it is placed at the top of the hierarchy. Personalized
Needs, however, require manual input from the user and should be avoided as much as possible, which is why it is
placed as the final layer in the label tree.

Label Tree Functions The Label Tree is designed to maximize the utility of small datasets by structuring them
hierarchically based on contextual factors such as lighting conditions, user states, and task demands. This organization
ensures that each dataset retains its relevance within its specific environment, allowing fine-tuned models to be
applied effectively without requiring extensive data collection. Moreover, the Label Tree facilitates context transfer and
generalization, enabling the system to identify the most relevant existing dataset when encountering a new but similar
Manuscript submitted to ACM
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context. This reduces redundancy and enhances adaptability, allowing small datasets to be leveraged efficiently across
multiple scenarios. By systematically preserving contextual distinctions and enabling knowledge transfer, the Label
Tree significantly improves the effectiveness of small datasets, making them more impactful while minimizing the need
for extensive user input or additional data collection.

4.1.3 Human-AI Loop in SituFont. When using SituFont, users can perceive the system’s current font adjustments.
If the font parameters are not optimal, they can manually adjust the font to better suit the environment. These new
adjustments, along with the environmental data, align more closely with the user’s personalized reading needs. The
Human-AI Loop accelerates data accumulation and updates the model based on user feedback, enhancing the system’s
adaptability.

4.2 SituFont System Implementation Overview

Based on the system design in Section 4.1, we then introduce the implementation details of SituFont. We instantiated
SituFont on Android OS (end-user side) and a server (cloud side), as shown in Figure 7. The SituFont system includes
the context sensing module (Section 4.2.1), font adaptation user interface (Section 4.2.2), the ML pipeline (Section 4.2.3),
and label tree module (Section 4.2.4).

4.2.1 Context Sensing. The contextual detection system has two key components: context recognition for confirming
labels and input for the font adjustment model.

For context recognition and label confirmation, the system utilizes several data sources. It determines location based
on GPS POI data and visual input from the rear camera using Vision-Language Models (GPT-4o1). Additionally, it
assesses the user’s movement state by analyzing 3-axis vibration data through a pre-trained machine-learning model
designed to recognize specific movements. Furthermore, by leveraging Large Language Models (GPT-3.5Turbo2), users
can actively describe or modify the current recognized context by typing or using voice input, allowing for more
accurate or personalized adjustments to the detected environment.

The font adjustment model relies on various sensor inputs to optimize the reading experience. It monitors ambient
light intensity using the mobile phone’s light sensor and takes into account 3-axis vibration data collected from the
mobile phone’s accelerometer sensor. The user’s reading distance refers to the distance between their eyes and the
screen. To calculate this, MediaPipe’s face recognition functionality is utilized [29], specifically leveraging the face
landmarks to determine the proportion of the eyes in the image, which is then converted into the actual reading distance
by factoring in the user’s real interpupillary distance (IPD) before detection. A similar method is used in AngleSizer to
detect the distance between two hands [23].

4.2.2 Adaptive User Interface. As described in Section 4.1.1 and illustrated in Figure 5, the controls for adjusting text
parameters are developed using native Android. During the data collection process, text adjustments are made by
dynamically controlling various properties of the TextView in real-time. When the user long-presses the screen for 1
second, the phone briefly vibrates, indicating that the Font Adjustment Model has optimized the font settings based on
the current environmental parameters.

4.2.3 ML Pipeline. Since SituFont utilizes a simple Regression Machine Learning model with a small amount of fit data,
the delay for both training and inference is negligible. The data for training and inference is collected directly on the
1https://openai.com/index/hello-gpt-4o/
2https://openai.com/index/gpt-3-5-turbo-fine-tuning-and-api-updates/
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Fig. 7. System architecture of SituFont, showing the flow of information from sensors to the adaptation module

user’s Android mobile phone. Once transmitted to the cloud backend, the model is typically updated or the inference
results are returned to the front end within 2 seconds, allowing for prompt font parameter adjustments.

4.2.4 Label Tree Implementation. The implementation of the Label Tree consists of two main components: Label
Generation and Label Selection. After gathering the context information outlined in Section 4.2.1, the system first uses
an LLM to select the most appropriate label from the existing labels stored in the cloud database. If no suitable label is
found, or the selected label does not match the user’s current context, the system generates a new label based on the
Label Tree Structure described in Section 4.1.2 and the newly provided context information. Once the user confirms the
newly generated label, it is stored in the user’s cloud database for future use. The prompts used in Label Generation
and Label Selection are listed in Appendix B.

5 USER STUDY

To evaluate SituFont’s impact on reading performance, comprehension, and user experience compared to a traditional
display that manual font adjustments, we conducted a within-subject study with 12 participants under eight simulated
SVI scenarios. The study consisted of three phases: (1) a pre-test establishing baseline reading performance under eight
SVI conditions, (2) a four-day adaptation period using SituFont, and (3) experimental reading tasks comparing SituFont
and a traditional display under identical conditions (Figure 8).

The user study aimed to address two research questions:
RQ1: Does SituFont improve reading performance compared to traditional displays under varying SVI conditions?
RQ2: How do users perceive SituFont’s workload and overall experience compared to traditional displays?

5.1 Participants

Participants were recruited via online questionnaires. 12 participants took part in the study (5 male, 6 female, 1 non-
binary,𝑀 = 22.3, 𝑆𝐷 = 4.1, age range = 18 to 34). All participants were native Mandarin speakers. Participants reported
using a variety of devices for reading, including smartphones (𝑛 = 12), tablets (𝑛 = 6), and laptops (𝑛 = 7). Daily reading
time on smartphones ranged from 10 minutes to over 2 hours. Ten participants reported wearing corrective lenses. One
Manuscript submitted to ACM
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Fig. 8. User study timeline

participant reported difficulty reading standard-sized text on mobile screens due to eye strain, while another reported
general eye fatigue. All participants provided written informed consent.

5.2 Study Procedures

5.2.1 Pre-test. Before the adaptation period, participants completed a baseline reading pre-test mirroring the main
experimental sessions (Table 7) under eight SVI conditions, using a traditional mobile display with manual font control.
Each condition included two 50-character reading passages sourced from the HSK Level 5 examination, a standardized
Mandarin proficiency test for non-native speakers. The HSK test system includes predefined comprehension questions,
ensuring standardized difficulty while minimizing memorization biases for native speakers [26].

Reading comprehension was assessed using five multiple-choice questions per passage, pre-defined by the HSK
test system, with comprehension accuracy calculated as the percentage of correctly answered questions. Reading
performance was also measured based on goodput (characters per minute, CPM), calculated as the total number of
correctly read characters divided by total reading time [25]. Participants read passages aloud at their normal pace while
maintaining accuracy, with audio recordings collected for later analysis. Additionally, a pre-test questionnaire gathered
demographic data, reading habits, and vision details.

5.2.2 Adaptation Period. Participants used SituFont for four days, engaging with the system in at least three to four
different scenarios daily. A daily survey recorded reading contexts, perceived fatigue, distraction levels, and usability
issues based on their experiences in different SVI conditions. The adaptation period ensured participants became familiar
with the system and personalized their settings before the experimental phase.

5.2.3 Post-Adaptation Reading Evaluation. Following the adaptation period, participants completed reading tasks under
the same eight SVI conditions as in the pre-test. Each condition involved reading two new HSK Level 5 passages,
using both SituFont and a traditional display. The order of interface use was counterbalanced across participants and
conditions to control for order effects. After each reading passage, participants completed a comprehension test with five
standardized multiple-choice questions. Reading performance was also evaluated based on reading goodput, measured
in CPM. After each condition, participants completed a NASA-TLX questionnaire to assess the perceived workload.
Upon completing all reading tasks, participants filled out a final survey assessing overall user experience (UEQ-S, SUS)
and participated in semi-structured interviews to provide qualitative feedback.
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Fig. 9. An example order of the eight experiment conditions for comparative study

Condition Lighting Motion Task Load

Intense Brightness 50,000+ lux(a) Static None
Distraction Normal (Indoor) Walking (b) Navigation Task(c)

High Vibration Normal (Indoor) Running(d) None
Fatigue Normal (Indoor) Walking(b) Weighted Load(e)

Intense Brightness + High Vibration 50,000+ lux(a) Running(b) None
Intense Brightness + High Vibration + Distraction 50,000+ lux(a) Running(b) Navigation Task(c)

Intense Brightness + High Vibration + Fatigue 50,000+ lux(a) Running(b) Weighted Load(e)

Intense Brightness + High Vibration + Fatigue + Distraction 50,000+ lux(a) Running(b) Navigation Task(c) + Weighted Load(e)

Table 7. Experimental Conditions in User Study

(a) Outdoor conditions occur under strong midday natural lighting (50,000+ lux, clear sky).
(b) Motion occurs along a straight 50m path, either indoors (office hallway, no obstacles) or outdoors (running track, no pedestrians).
(c) Participants navigated through soccer training cones (30 cm tall) placed 5 meters apart with no external distractions, passing yellow
cones on the left and orange cones on the right while reading.
(d) High-vibration treadmill condition involves running at 6 km/h with no incline or handrails.
(e) Weighted load consists of a 3 kg backpack (containing a laptop and two books), worn with straps adjusted snugly for even weight
distribution.

5.3 Conditions

Guided by the literature on factors contributing to SVIs [36, 58, 59] and insights from our formative study, The eight
SVI conditions (see Table 7 and Figure 9) were designed to simulate various real-world reading scenarios, manipulating
lighting, movement, and cognitive load.
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5.4 Apparatus

All pre-test and experimental sessions used a standardized Android phone to ensure consistency. During the adaptation
period, participants used either their own Android devices or the provided Android phone. Read-aloud sessions were
audio-recorded for later analysis. Passage order, conditions, and app usage were counterbalanced using a Latin square
design to minimize order effects.

5.5 Measures

5.5.1 Reading Performance. Reading performance was assessed through goodput (characters per minute, CPM) and
reading comprehension accuracy. Goodput was calculated as the total number of correctly read characters divided by
reading time, following Ku et al. [25]. Reading comprehension was measured by the percentage of correctly answered
questions, using five multiple-choice questions per passage, pre-defined by the HSK Level 5 examination [2, 67].

5.5.2 Perceived Workload & User Experience. Perceived workload was evaluated using NASA-TLX [18], measuring
mental demand, physical demand, temporal demand, performance, effort, and frustration. Overall usability was assessed
through UEQ-S [51] and SUS [1], capturing users’ subjective impressions of each interface.

5.5.3 Qualitative feedback. Post-study semi-structured interviews were conducted to gather in-depth qualitative
feedback. These interviews explored participants’ overall experiences with both SituFont and the traditional display,
including encountered difficulties, perceived benefits, and comparative preferences. Thematic analysis of the interview
transcripts was conducted following the guidelines outlined by Braun and Clarke [3].

6 RESULT

Over the four-day adaptation period, participants generated 490 valid data entries, with an average of 7 recorded reading
scenarios per participant. The following sections evaluate SituFont’s effectiveness in improving reading performance,
reducing workload, and enhancing user experience across the eight SVI conditions.

6.1 Reading Performance

6.1.1 Reading Goodput. SituFont led to a significant increase in reading goodput compared to traditional
manual font adjustments. A paired sample t-test confirmed this improvement, showing that, except for the Intense
Brightness Scenario (𝑡 = −1.961, 𝑝 = 0.076) and High Vibration Scenario (𝑡 = −2.166, 𝑝 = 0.052), SituFont significantly
outperformed the traditional app in all other conditions (Table 8). To further contextualize this improvement, an
ANOVA analysis incorporating the pre-experiment baseline was conducted (Figure 10). The observed trend, SituFont
(comparative study) > Traditional app (comparative study) > Traditional app (pre-test), suggests that SituFont
not only enhances reading goodput but that the adaptation period itself may contribute to improved reading efficiency.
This effect could be attributed to increased user awareness of optimal font parameters for different SVI conditions.

6.1.2 Reading Comprehension. Overall, reading comprehension accuracy remained comparable between Situ-
Font and the traditional app across all task scenarios (Figure 10). While minor variations were observed, such as
SituFont slightly outperforming the traditional app in the Intense Brightness + High Vibration + Distraction Scenario
and High Vibration Scenario, and the traditional app performing marginally better in the Intense Brightness + High
Vibration Scenario and Fatigue Scenario, these differences were not statistically significant. The overlapping error bars
suggest that both applications provided a consistent comprehension experience.
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Scenarios ID 1 1 2 3 4 5 6 7 8

SituFont 300.64 288.25 271.51 304.58 295.78 352.52 288.34 292.83
(56.80) (40.72) (50.05) (39.36) (48.91) (51.06) (31.97) (47.65)

Traditional App 285.32 241.95 256.10 249.14 273.26 273.33 256.77 246.83
(39.66) (49.01) (70.46) (52.39) (50.30) (51.05) (50.38) (53.02)

T Value -1.961 -7.741 -2.166 -5.634 -2.742 -10.122 -2.245 -3.256
p Value 0.076 0.000** 0.052 0.000** 0.019* 0.000** 0.046* 0.008*

* p < 0.05 , ** p < 0.01
Table 8. Mean (standard deviation) of reading goodput (CPM) across different SVIs scenarios. The results
of paired t-tests demonstrated that SituFont’s observed goodput improvement was statistically significant

Fig. 10. Comparison of reading goodput (a) and comprehension accuracy (b) across different SVI conditions. SituFont consistently
demonstrated improved goodput, while comprehension accuracy remained stable across both interfaces.1

6.2 Perceived Workload

Participants reported significantly lower mental and physical workload when using SituFont compared
to the traditional app (Figure 11). Since the Shapiro-Wilk test indicated that workload measures did not follow a
normal distribution (𝑝 < 0.05 for all), Wilcoxon signed-rank tests were used for pairwise comparisons between the two
app conditions within each experimental scenario.

SituFont significantly reduced both mental demand and physical demand in multiple conditions. The Wilcoxon
signed-rank test showed that SituFont resulted in significantly lower mental demand under Intense Brightness
condition (𝑊 = 2.0, 𝑝 = 0.068), Distraction condition (𝑊 = 0.0, 𝑝 = 0.010), and Fatigue condition(𝑊 = 0.0, 𝑝 = 0.011).
Physical demand was significantly lower in Intense Brightness condition (𝑊 = 9.0, 𝑝 = 0.055), Intense Brightness
+ High Vibration condition (𝑊 = 8.5, 𝑝 = 0.050), and High Vibration condition (𝑊 = 0.0, 𝑝 = 0.016). These results

1For the convenience of analysis, scenarios are labeled as: 1 - Intense Brightness + Normal, 2 - Distraction + Normal, 3 - Intense Brightness + High Vib +
Normal, 4 - Intense Brightness + High Vib + Distraction, 5 - High Vib + Normal, 6 - Fatigue + Normal, 7 - Intense Brightness + High Vib + Fatigue +
Normal, 8 - Intense Brightness + High Vib + Distraction + Fatigue.
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Fig. 11. NASA-TLX scores across experimental conditions, illustrating that SituFont consistently reduced mental and physical workload
compared to the traditional app. No significant differences were observed in temporal demand, while frustration levels showed minor
variations. For convenience of analysis, we labeled different experimental conditions with numbers, with each number representing
specific conditions as shown on the left.

suggest that SituFont effectively reduces cognitive and physical workload under bright lighting, high vibration, and
fatigue-related impairments.

Differences in temporal demand were less pronounced. A statistically significant reduction in temporal demand
was found only in the High Vibration condition (𝑊 = 9.0, 𝑝 = 0.380), indicating that SituFont marginally improved
time efficiency under vibration stress.

Users perceived higher performance with SituFont under Distraction condition (𝑊 = 0.0, 𝑝 = 0.004), Intense
Brightness + High Vibration condition (𝑊 = 0.0, 𝑝 = 0.004), and Intense Brightness + High Vibration + Distraction
condition (𝑊 = 1.5, 𝑝 = 0.058). Additionally, effortwas significantly lower in Distraction condition (𝑊 = 5.5, 𝑝 = 0.041),
Intense Brightness + High Vibration + Distraction condition (𝑊 = 0.0, 𝑝 = 0.026), and Fatigue condition (𝑊 = 0.0,
𝑝 = 0.011). These findings indicate that SituFont enhances reading performance under high-intensity brightness and
vibration while reducing effort in distracting and fatigue-inducing environments.

Frustration SituFont significantly reduced frustration levels in Distraction condition (𝑊 = 5.5, 𝑝 = 0.075) and
Intense Brightness + High Vibration + Distraction + Fatigue condition (𝑊 = 6.0, 𝑝 = 0.084). This suggests that the
traditional app may cause greater frustration under distracting and multi-factor impairment conditions.
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Fig. 12. User Experience Questionnaire (UEQ) results, comparing SituFont and the Traditional App across multiple dimensions.
SituFont scored significantly higher in efficiency, supportiveness, and novelty, with marginal differences in stimulation and perspicuity.
***: 𝑝<.001, **: 𝑝<.01, *: 𝑝<.05

6.3 User Experience and Preferences

User experience evaluations revealed that SituFont was generally preferred over the traditional app, with
higher ratings in efficiency, ease of understanding, and novelty. While some aspects of stimulation showed
marginal differences, participants perceived SituFont as significantly more supportive, efficient, and easy to use (Figure
12).

6.3.1 User Experience Questionnaire (UEQ). Attractiveness and Efficiency were key aspects where SituFont
demonstrated a clear advantage. In the Inefficient: Efficient scale, SituFont scored significantly higher (M = 6.08, SD =
1.00) compared to the Traditional App (M = 3.92, SD = 2.27), 𝑝 = 0.0005, suggesting a strong perception of efficiency.
Similarly, on the Obstructive: Supportive scale, SituFont (M = 6.17, SD = 0.94) significantly outperformed the Traditional
App (M = 4.92, SD = 1.73), 𝑝 = 0.039, indicating that users found SituFont more supportive in facilitating their reading
experience.

The Stimulation scale measured engagement and interest. While SituFont scored higher in Not interesting: Interesting
(M = 5.75, SD = 1.36) and Boring: Exciting (M = 5.50, SD = 1.38) compared to the Traditional App (M = 4.50, SD = 1.83)
and (M = 4.58, SD = 1.88), respectively, the differences did not reach statistical significance (𝑝 = 0.063 and 𝑝 = 0.160).

Novelty was another category where SituFont was rated higher, indicating a perception of innovation. On
the Conventional: Inventive scale, SituFont (M = 5.58, SD = 1.56) significantly outperformed the Traditional App (M =
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Fig. 13. System Usability Scale (SUS) results. SituFont was rated significantly lower in complexity and higher in ease of use and
consistency, though it required a slightly higher initial learning effort.

4.08, SD = 2.23), 𝑝 = 0.024. Similarly, in the Leading edge dimension, SituFont (M = 5.92, SD = 1.62) scored significantly
higher than the Traditional App (M = 3.50, SD = 2.11), 𝑝 = 0.002, reinforcing the perception that SituFont introduces an
innovative and modern approach.

Perspicuity, which measures ease of understanding, also showed notable differences. SituFont scored a
mean of (M = 6.25, SD = 0.75) for Confusing: Clear and (M = 6.08, SD = 0.90) for Complicated: Easy, while the Traditional
App scored (M = 6.00, SD = 0.74) and (M = 4.50, SD = 1.98), respectively. Although the difference in Confusing: Clear

was not significant (𝑝 = 0.421), the difference in Complicated: Easy was statistically significant (𝑝 = 0.019), suggesting
that SituFont was perceived as easier to use.

6.3.2 System Usability Scale (SUS). System usability evaluations indicated that SituFont was generally perceived as
more user-friendly and consistent, with some minor learning challenges reported (Figure 13).

For the statement "I found the system unnecessarily complex," SituFont (M = 2.58, SD = 1.62) was rated significantly
lower than the Traditional App (M = 4.08, SD = 2.50), 𝑝 = 0.045, indicating that users perceived SituFont as less complex.

In terms of ease of use, SituFont scored significantly higher on the statement "I thought the system was easy to use"

(M = 6.42, SD = 0.90) compared to the Traditional App (M = 4.67, SD = 2.43), 𝑝 = 0.012, reinforcing that users found
SituFont easier to interact with.

For system consistency, SituFont received a mean score of (M = 1.08, SD = 0.29) for "I thought there was too much

inconsistency in this system", significantly lower than the Traditional App (M = 1.83, SD = 1.03), 𝑝 = 0.014, suggesting
that users found SituFont to be more consistent in its functionality.

Confidence in using the system was also measured, with SituFont scoring (M = 5.75, SD = 1.29) and the Traditional
App scoring (M = 5.25, SD = 1.22), but this difference was not statistically significant (𝑝 = 0.402).

Lastly, for "I needed to learn a lot of things before I could use this system," SituFont scored higher (M = 3.00, SD = 1.65)
than the Traditional App (M = 2.08, SD = 0.67), 𝑝 = 0.030, indicating that SituFont required a slightly higher initial
learning effort.

6.3.3 Qualitative Feedback. Participants highlighted the convenience of automatic font adjustment, particularly in
dynamic contexts like cycling and running. P2 emphasized it was especially useful after sufficient training data. P5
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noted, “When I’m running, long-pressing is much more convenient than manually selecting.” The hands-free activation via
long-press was well-received with P3 describing it as effortless, and P4 appreciating the single-handed operation and
quick immersion in reading. Several users also noted that SituFont made them more aware of their reading environment
and its impact, as P9 mentioned, “It helped me consciously change bad reading scenarios; without this experiment, I

wouldn’t have realized the impact of reading fonts on the reading experience.”
However, some usability challenges emerged. P8 remarked that automatic scene detection was sometimes inaccurate

due to "reliance on historically recorded descriptions." The long-press activation, though generally useful, occasionally
lacked sensitivity, as P9 explained, "Sometimes it’s not sensitive enough, sometimes I don’t want to. . . but it’s triggered."

Additionally, manual adjustments using the horizontal slider were reported as difficult during movement, as P2
commented: "when the phone is very bumpy". P3 found the slider placement awkward for one-handed use, saying,
“It’s difficult to reach the adjustment cursor.” Further improvements are needed, including adding paragraph spacing
adjustment as noted by P5, and addressing the disruption to reading flow caused by font changes as P4 stated, "(It)
interrupts the original reading rhythm after adjusting the font."

SituFont’s adaptability also requires further refinement. P2 highlighted the need for larger font sizes due to impaired
vision, suggesting a post-calibration proactive adjustment inquiry. "For example, after a long press to trigger manual

adjustment, it could actively ask if I need to increase the font size based on my vision situation." The post-adjustment
vibration was also considered disruptive. P5 mentioned, "The phone vibrates after each successful adjustment, that

interferes with my reading experience."

7 DISCUSSION

We present SituFont, a system for personalized font adjustments based on real-time user context. While our findings
demonstrate the potential of SituFont to improve reading efficiency, its impact on reading comprehension was less
pronounced. This section discusses key design considerations for both SVIs and JITAI with a human-in-the-loop, as
well as ethical implications and future research directions.

7.1 Design Considerations for SVIs Intervention

SituFont was designed to enhance reading efficiency by automating font adjustments based on contextual factors.
The significant improvement in reading goodput across most experimental conditions strongly supports this goal,
demonstrating that automation reduces the cognitive and physical effort associated with manual font adjustments.
Participants’ qualitative feedback confirmed that the ability to automate font changes contributed to a more seamless
reading experience.

SituFont’s current activation method, which relies on a long-press gesture, posed usability challenges as
participants frequently activated the font adjustment unintentionally while scrolling or highlighting text, leading to
frustration and disrupting their reading experience. This issue necessitates exploring alternative activation methods
that offer more precise and user-friendly control.

Integrating voice control would allow users to activate and adjust font parameters hands-free. Users could simply
utter a command like "Increase font size" or "Adjust for low light" to trigger the desired changes. This approach would
be particularly beneficial in situations where hands-free operation is preferred, such as while commuting or exercising.

Providing users with the ability to customize the activation gesture could further enhance usability. Allowing
users to choose from a range of gestures, such as double-tap, swipe, or a custom combination of touches, would cater to
individual preferences and minimize accidental triggers based on their typical reading habits.
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Implementing a vertical slider accessible from the edge of the screen, would potentially provide a more ergonomic
and deliberate activationmethod, especially for one-handed phone use. The slider’s position and size could be customized
to minimize accidental touches while maintaining accessibility.

7.2 Design Considerations for JITAI with Human-in-the-loop

SituFont’s JITAI component enables personalized font adaptation by incorporating user feedback into the adjustment
process. However, several design aspects require further refinement.

The current binary feedback mechanism (yes/no) for user feedback on personal factors limits the system’s under-
standing of their specific needs. While useful for initial adaptation, it lacks the nuance required for truly personalized
adjustments. Implementing a more detailed feedback system, such as Likert-scale ratings for distraction, fatigue, and
visual strain, or an option to select predefined reasons for discomfort, would provide richer data and enable a more
tailored font adjustment experience.

The cold-start problem remains a challenge in personalized adaptive systems like SituFont. During the first two
days of the adaptation period, the system’s performance during this period is suboptimal due to the lack of personalized
information. One potential solution is to pre-train a model using data from the formal study 2 (3.2) and fine-tuning it
with incoming user data. This approach leverages existing knowledge to bootstrap the personalization process. Further
exploration of few-shot learning techniques[13], which aim to train effective models with limited data, could enhance
the system’s ability to adapt rapidly to new users.

Long-Term usage patterns also warrant further investigation. Although the study focused on short-term adaptation,
participants reported increased awareness of how font settings influenced their readability experience. This learning
effect suggests that, over time, users may develop strategies for optimizing font settings even outside the SituFont system.
The improvement in reading goodput within the traditional app between the pre-experiment and the comparative study
suggests that exposure to font adjustments may contribute to better reading efficiency over time. Longitudinal studies
could explore whether SituFont induces lasting behavioral changes and whether adaptation strategies should evolve as
users gain more experience with the system.

7.3 Ethical Considerations

SituFont’s reliance on sensor data raised privacy concerns among participants, particularly regarding the system’s
permission requirements. Maintaining ethical standards and protecting user privacy is critical when designing and
deploying systems involving active cameras and microphones like ours. Techniques such as anonymization, encryption,
on-device federated learning, or differential privacy, should be explored to prevent breaches when using cloud servers
for real-time machine learning inferences.

Furthermore, the potential for exclusion, bias, and discriminatory inferences arising from the use of cameras,
microphones, and LLMs must be carefully addressed. Lastly, increasing transparency about data collection practices
and the rationale behind system actions, such as explaining how data is collected and used to inform font adjustments
can potentially foster trust and encourage user adoption.

8 LIMITATIONS AND FUTUREWORK

While this study demonstrates SituFont’s potential, several limitations must be acknowledged, guiding future research.
First, the participant pool was limited to young adults, restricting generalizability. Future studies should include older
adults and individuals with diagnosed visual impairments to assess SituFont’s effectiveness across diverse populations.
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Second, SituFont’s reliance on sensor data raises privacy concerns, particularly regarding the collection of contextual
information such as lighting and motion. While essential for adaptation, these data sources may raise security and ethical
challenges. Future work should explore privacy-preserving techniques to ensure personalization while minimizing
data collection. Additionally, increasing transparency in data processing and giving users greater control over their
information could foster trust and improve adoption.

Third, while SituFont significantly improved reading efficiency, its effect on comprehension remains unclear. The
HSK reading tasks used in this study may have been too simple for native speakers, limiting the ability to detect
meaningful differences. Future studies should include more complex reading materials, such as technical, academic, and
long-form texts, to assess SituFont’s impact under varied cognitive loads.

Fourth, the adaptive font adjustments may disrupt page layouts and increase scrolling frequency, potentially affecting
reading flow. While optimization of typography enhances readability, abrupt changes in text presentation may introduce
usability issues. Future iterations should explore layout-aware adaptation strategies that preserve text stability while
accommodating font adjustments.

Finally, this study was conducted in Chinese, offering insights mainly on logographic script readability. While
Chinese characters generally maintain uniform character block alignment, alphabetic languages involve variable word
lengths and text reflow. Future research could extend these findings to bidirectional scripts, inflected languages, and
dynamic text rendering, addressing cross-linguistic readability challenges to enhance multilingual usability.

In addition to these limitations, future work should also examine longitudinal effects, as users’ exposure to adaptive
typography may lead to improved self-adjustment strategies over time. Studying extended user interactions with
JITAI systems could provide insights into whether personalization strategies evolve with prolonged use. Refining
personalization mechanisms and adapting Situfont for diverse linguistic and accessibility needs (e.g. screen readers,
contrast adjustments) will be crucial for its continued development as an intelligent reading interface.

9 CONCLUSION

This paper introduced SituFont, a just-in-time adaptive intervention system designed to enhancemobile readability under
SVIs. Findings from our formative (N=15) and exploratory (N=18) studies identified key SVI factors affecting readability,
informing the integration of contextual cues such as motion, lighting, and user preferences into SituFont’s design. Using
smartphone sensors and a human-in-the-loop approach, the system dynamically personalizes text presentation to adapt
to changing reading conditions. A comparative evaluation (N=12) demonstrated SituFont’s effectiveness in improving
readability and reducing task workload across simulated SVI scenarios. The system significantly enhanced reading
efficiency, lowered mental and physical effort, and increased user awareness of font readability factors, as highlighted
in qualitative feedback. Our findings suggest that real-time, personalized font adjustments hold promise for improving
the reading experience in dynamic environments. We hope SituFont inspires future research on intelligent mobile
interfaces and broader accessibility solutions that enhance usability across diverse contexts.

A STUDY 2 EXPERIMENTAL SYSTEM AND EQUIPMENT

We developed an application with six pre-loaded reading materials in Chinese, ensuring isomorphic language, structure,
and difficulty (high school level). Each 550-character passage was presented in plain text, with no additional visual
elements. Passages were pre-loaded, each appearing once during the experiment.

The application allowed real-time text adjustments via a one-handed interface: double-tapping opened a menu for
font size, weight, line spacing, and letter spacing. Smartphone sensors recorded light intensity, three-axis acceleration,
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and reading distance. After participants completed their adjustments, they could upload the text parameter data and
environmental data by tapping any other area on the screen.

To avoid the impact of screen size and resolution differences, we used two HUAWEI P40 smartphones as the
experimental devices, each with a 6.1-inch screen and a resolution of 2340×1080 pixels.

A.1 Experimental Procedure

Before the experiment, the lead researcher assigned participant IDs, explained procedures and demonstrated a trial.
Participants read passages in indoor and outdoor settings while standing, walking, and running, with 3-minute reading
durations per passage. During reading, participants encountered SVIs caused by environmental factors such as strong
light, vibration, or reading distance, and they were instructed to adjust text parameters to mitigate these issues. Devices
were held one-handed, with adjustments permitted anytime.

A.2 Data Collection

Smartphone sensors recorded environmental data throughout the experiment. Reading distance was measured using
the front camera, ambient light intensity was captured by the light sensor, and three-axis vibration displacement was
tracked via the accelerometer. Text parameter adjustments were logged using Android’s built-in functions, with line
spacing and letter spacing expressed in em units. For example, a line spacing of 1em equaled the text height, while
0.05em represented 5% of the font size.

A.3 Detailed Result

ID Scenario X -Axis (m/s2) Y -Axis (m/s2) Z-Axis (m/s2) Light (lux) Reading Distance (cm)

1 Indoor Standing 0.18 ± 0.13 0.11 ± 0.08 0.26 ± 0.22 111.69 ± 89.14 33.00 ± 11.46
2 Indoor Walking 0.53 ± 0.15 0.65 ± 0.15 0.80 ± 0.28 86.08 ± 81.86 31.84 ± 9.69
3 Indoor Running 1.41 ± 0.59 1.42 ± 0.85 1.58 ± 0.55 82.42 ± 62.78 30.99 ± 8.73
4 Outdoor Standing 0.16 ± 0.08 0.10 ± 0.05 0.24 ± 0.13 51208.67 ± 27990.79 29.96 ± 10.98
5 Outdoor Walking 0.52 ± 0.14 0.68 ± 0.14 0.78 ± 0.19 38263.15 ± 23249.25 30.84 ± 9.03
6 Outdoor Running 1.54 ± 0.55 1.52 ± 0.90 1.70 ± 0.55 36482.24 ± 25716.72 29.33 ± 8.57

F Value 261.146 121.825 258.395 125.669 1.496
p Value 0.000** 0.000** 0.000** 0.000** 0.189

* p < 0.05 , ** p < 0.01
Table 9. Variance Analysis Table of Sensor Data Features in 6 Experimental Scenarios

B LABEL TREE PROMPT

B.1 Context Label Generation & Selection

system_role:
(You need to determine my current status based on the environmental information and photos I provide, including
movement, environment, and personalized description.

• Movement refers to my current physical activity,
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• Environment refers to the setting I am currently in, and
• Personalized Description refers to any specific details related to my status or environment.

In order to obtain labels that describe my status, you should follow the steps below based on the environmental
information and two photos I provide:)

step1:
(Step 1: Based on the location information, movement status, and photos I provide, choose my ’movement status’ from the

following three options: 1. Still 2. Walking 3. Running)
step2:

(Step 2: Combine the provided location information and images to determine my current ’environment name.’)
step3:

(Step 3: Based on the judgments from the first two steps and the photos, select the most appropriate status label from the

provided label options:)
example:

(For example: If my location and photos show that I am in an office, and my movement status is still, the status label would

be "Still - Office";)
attention:

(Note: Ensure the result format is ’Movement-Environment-Personalized Description’ or ’Movement-Environment.’

!!! Please strictly return results in the following format:

Movement-Environment-Personalized Description orMovement-Environment)

B.2 Prompt for Editing Label

user_description_prompt:
(This is the current label used to describe my Movement-Environment-Personalized Description:)

user_step1:
(I first want to modify some parts of the movement, environment, or personalized description.

For example, if the user says, "I am in an office," the user wants to change the environment.

If the user says, "I am running," then the user wants to modify the movement.

If the user says, "I am wearing a hat," the personalized description should add "wearing a hat."

If the user says, "I am not wearing glasses," the personalized description should emphasize "no glasses.")
user_step2:

(Based on the following requirements, update the current Movement-Environment-Personalized Description to reflect the

new status.)
format_attention:

(!!! Remember: only output the modified label, nothing else.)
select_label_role:

(You need to select the closest matching label from an existing label list based on the environmental information, photos,

and current status label I provide.)
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